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Purpose: One of the most common types of malignant cancer in women is breast cancer, which 
has been increasing in recent years. The presence of various symptoms and characteristics of this 
disease makes diagnosis difficult for doctors. Data mining provides the possibility of analyzing 
clinical data of patients for medical decision-making. The aim of this article was to compare 
and predict breast cancer using the differential analysis algorithm in active and inactive women.

Methods: The medical records of 1782 women suspected of having breast cancer constituted 
the statistical population of this study. After reviewing the files, 642 medical records (329 active 
women and 313 inactive women) containing laboratory, anthropometric, and demographic 
information were selected as samples. The differential analysis algorithm and 15 effective 
features of breast cancer were used to predict the disease. Statistical analyses were performed 
using MATLAB software, version 2024.

Results: The results showed that using 15 risk factors, the differential analysis algorithm has an 
accuracy of 79.7% and a precision of 77.5% in predicting breast cancer in active women, while 
it achieved an accuracy of 71.6% and a precision of 69.3% in inactive women. The results also 
showed that the differential analysis algorithm performs better in predicting breast cancer in 
active women. 

Conclusion: Given the high accuracy and precision of the differential analysis algorithm 
in predicting breast cancer, doctors and specialists in the treatment department can use this 
algorithm in medical and therapeutic centers to predict this type of cancer.
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Introduction

ne of the causes of death and a major 
challenge in different human societies is 
cancer, which affects different parts of the 
body [1]. In this disease, abnormal cells 
in the body begin to multiply and create 
more abnormal cells instead of repair-

ing or destroying themselves [2]. Therefore, cancer is a 
type of disease, in which abnormal cells are produced 
and begin to multiply, and the accumulation of a num-
ber of these cells in parts of the body tissue produces 
masses that may be benign or malignant [3]. Cancer is 
named after the part of the body tissue that is involved in 
the disease, and the percentage of cancer types varies in 
different regions [4]. Globally, breast cancer is the most 
prevalent cancer among women [5]. Among all cancers 
affecting women, breast cancer is the leading cause of 
cancer-related mortality worldwide [6]. Every year, 
around 1.1 million new cases of breast cancer are report-
ed in women worldwide [7]. Breast cancer is the second 
most frequent cancer after lung cancer, accounting for al-
most one-third of all cancers in women [8]. The number 
of people affected by it worldwide is about 1.3 million 
and the annual mortality rate is estimated at 450,000 [9]. 
The total number of patients with breast cancer in Iran is 
estimated to be around 40,000, and the annual incidence 
of breast cancer in Iran is 20 women per 100,000, which 
is equivalent to 6,000 new cases per year [10]. 

Cancer treatment is divided into two types: Local and 
systemic, with surgery and radiotherapy being examples 
of local treatments and chemotherapy and hormone ther-
apy being examples of systemic treatments, which are 
usually used together for better results [11]. For years, 
researchers have been looking for a better solution for 
the treatment of breast cancer, among which physical 
activity has been accepted as a safe intervention to im-
prove the quality of life of people with this disease, but 
its therapeutic aspect is still controversial [12]. Galva et 
al. reported that 12 weeks of combined resistance and 
endurance training resulted in increased cardiopulmo-
nary endurance and muscle strength in cancer patients 
[13]. Furthermore, in the last decade, knowledge regard-
ing the effect of exercise and physical activity on cel-
lular and molecular processes involved in the regulation 
of tumor metastasis has increased significantly [14]. 
In this regard, Hejazian et al. reported that a period of 
exercise training resulted in a decrease in tumor anti-
genic genes in patients, thus playing an important role 
in reducing cancer progression [15]. Sheri et al showed 
that combined training induced the expression of tumor 
suppressor genes in cancer [16]. Jones et al. showed that 
aerobic exercise in cancer mice reduced vascular endo-
thelial growth factor (VEGF) levels in muscle and also 
stabilized tumor mass and tumor tissue while increasing 
muscle VEGF compared to the control group [17]. 

O

Highlights 

● The most common malignancy in women worldwide is breast cancer.

● In medical decision-making, data mining enables rapid analysis of patients’ clinical data.

● The results revealed that the discriminant analysis algorithm using 15 effective features of breast cancer was used 
to predict the disease in active and inactive women.

● Exercise has been considered a complementary therapy for the improvement of cancer patients.

Plain Language Summary 

Cancer is named after the part of the body tissue that is involved in the disease, and the percentage of cancer types 
varies in different regions. Using data mining-based methods, extracting knowledge from the massive amount of data 
related to patient medical records and medical records can lead to the recognition of the laws governing the course of 
the disease. The results showed that using 15 risk factors, the differential analysis algorithm has using 15 risk factors, 
the differential analysis algorithm achieved an accuracy of 79.7% and a precision of 77.5% in predicting breast cancer 
in active women, while it achieved an accuracy of 71.6% and a precision of 69.3% in inactive women. Additionally, 
physical activity and exercise are among the intervention behaviors that can reduce the incidence of cancer. 
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Discovering and extracting knowledge from the vast 
amount of data related to patient medical records using 
data mining algorithms can lead to the identification and 
recognition of the laws governing the development and 
progression of the disease and provide valuable infor-
mation to health professionals and specialists to identify 
the causes of diseases and predict and treat the disease 
according to the prevailing environmental factors [18]. 
The data relating to the symptoms of patients with vari-
ous diseases and auxiliary methods for identifying these 
diseases is so extensive that it seems difficult for a single 
person to analyze and consider all the effective factors 
[7]. Using data mining-based methods, extracting knowl-
edge from this substantial amount of data can lead to the 
recognition of the patterns governing the course of the 
disease [19]. One of the important applications of data 
mining is its use in the prediction and early diagnosis of 
the disease [20]. Early diagnosis of cancer and the use of 
new therapeutic options can help prevent mortality [19]. 
Nilashi et al. used a decision tree to classify breast can-
cer data and the output of their model was fuzzy, which 
was converted to a definite state using expert opinion 
[21]. Kang et al. examined the impact of exercise on 
inflammatory markers in breast cancer survivors. They 
demonstrated that exercise interventions dramatically 
decreased fasting insulin levels in breast cancer survi-
vors, highlighting that insulin plays a crucial role in car-
cinogenesis in various human tissues, including breast 
tissue, after reviewing 18 studies involving 681 breast 
cancer survivors [22]. 

The use of risk factors has been shown to be very effec-
tive in cancer prediction using data mining algorithms. 
Nine modifiable risk factors cause more than 1/3 of can-
cers in the world, including physical inactivity, smoking, 
alcohol, obesity, low fruit and vegetable consumption, 
air pollution, indoor fuel smoke, and contaminated in-
jections [23]. In addition to the above, environmental 
factors (physical activity, nutrition, etc.) can also affect 
cancer [24]. Physical activity and exercise are among 
the intervention behaviors in reducing the incidence of 
cancer [25]. Epidemiological studies have shown that 
increasing physical activity not only reduces the inci-
dence of cancer but is also an effective intervention that 
has attracted the attention of many researchers in recent 
years [26]. Currently, the investigation of the effects of 
exercise training and physical activity as therapeutic 
supplements for improving the conditions of cancer pa-
tients has drawn the interest of researchers [27]. To our 
knowledge, no study has used physical activity as an ef-
fective factor in predicting cancer incidence by data min-
ing. Therefore, the aim of this study was to compare and 
predict breast cancer using a discriminant analysis algo-

rithm in active and inactive women. The discriminant 
analysis algorithm is a dimensionality reduction tech-
nique mainly used in supervised classification problems. 
This modeling facilitates the distinction between groups 
and effectively separates two or more classes. 

Materials and Methods

The statistical population was all female patients with 
breast cancer in the age range of 25-75 years who were 
referred to Ayatollah Kashani and Imam Khomeini hos-
pitals in Tehran from 2011 to 2024. These patients had 
medical records (containing laboratory, personal, and 
lifestyle information) stored in the computer archive 
files of those hospitals. The initial number of files re-
viewed was 1,782. After examining the files, recording 
laboratory characteristics and values, and completing 
the physical activity questionnaire (distributed through 
social media platforms such as WhatsApp, Telegram, 
etc.), a total of 642 available patients were ultimately 
selected as a sample for participation in this study. They 
were divided into two groups: Active (329 individuals) 
and inactive (313 individuals) according to the study 
criteria. In this study, active individuals were defined as 
those who had exercised regularly three times a week 
for the past six months [28]. 

By reviewing medical records, 30 variables were ini-
tially selected, and then, using the opinions of two phy-
sicians specializing in breast cancer and reviewing the 
results of scientific articles, 15 anthropometric and phys-
iological variables were finally selected as input features 
for the algorithm. These variables included exposure to 
cigarette smoke, age, height, albumin, weight, beta lipo-
protein, body mass index, systolic blood pressure, serum 
selenium levels, cholesterol, high-density lipoprotein 
cholesterol, use of oral contraceptives, breastfeeding, 
use of oral hormone replacement therapy (HRT), and 
family history. 

 Inclusion criteria included female gender, age between 
25 and 75 years, having a medical history and clinical 
tests in the hospital, and being available by phone or in-
ternet. Exclusion criteria included unusual fatigue, ane-
mia, physical dysfunction due to disease, kidney, liver, 
parathyroid, thyroid diseases, and diabetes mellitus. At 
the time of the study, the patients had not started any can-
cer treatment. 

In total, this study was conducted in two stages: The 
first stage involved collecting patient-related data by re-
viewing hospital records, while the second stage focused 
on training data mining algorithms using the collected 
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data. A discriminant analysis algorithm was used to pre-
dict the disease. This algorithm was created by utilizing 
the input variables and determining the target variable. 
To optimally use the data, they had to be adjusted to 
suit data mining algorithms [29]. For questions that had 
yes and no answers, the numbers zero and one were as-
signed, with one indicating a “yes” response and zero 
indicating a “no” response. 

In the next stage, the data were divided into two groups: 
Training (70%) and testing (30%). The data in the train-
ing section were used to build the model, and the data in 
the testing section evaluated the created model. The data 
set was transferred to MATLAB software, version 2024 
in Excel format for analysis.

Discriminant analysis algorithms

In machine learning and pattern recognition, discrimi-
nant analysis is a statistical technique that determines 
the linear combination of features that best distinguishes 
between two or more object classes. In these statistical 
techniques, the dependent variable is represented as a 
linear combination of other variables. 

The algorithm used in discriminant analysis is more 
akin to logistic regression. Statistical techniques for 
combining variables in a way that best explains the data 
include both linear and quadratic discriminant analysis 
algorithms. Reducing the dimensionality of the data is 
a significant application of each of these techniques. 
However, there is one key distinction between these ap-
proaches: principal component analysis ignores class 
differences, whereas linear discriminant analysis models 
them. In both linear and quadratic discriminant analysis 
models, this network seeks a combination of variables 
that best describes the data and also attempts to differen-
tiate between various classes of data [30]. 

Evaluation criteria

The evaluation criterion was the accuracy criterion, 
which calculates the classification accuracy and deter-
mines the extent to which the algorithm used in this 
study has performed classification and diagnosis cor-
rectly. The recall criterion calculates the rate of correctly 
predicted positive outcomes by the system; that is, it 
measures what percentage of the total cancer samples in 
the tested database were correctly identified as cancer by 
the system. 

Table 1 shows the accuracy and precision criteria based 
on the data evaluation method, where accuracy is de-
fined as “how many of the selected samples are correct” 
and precision is defined as “how many of the available 
correct samples are correctly selected” [31]. 

1. "Accuracy"= TP+TN
TP+FP+TN+FN

2. Precision= TP
TP+FP

TP: The number of cancer subjects that the system cor-
rectly diagnosed as cancer. FP: The number of healthy 
subjects that the system correctly diagnosed as cancer. 
FN: The number of cancer subjects that the system cor-
rectly diagnosed as healthy. TN: The number of healthy 
subjects that the system correctly diagnosed as healthy. 

In this study, the accuracy and precision of the algo-
rithm’s performance were evaluated. The accuracy of 
the algorithm indicates its value in prediction, which is 
obtained from the number of correct predictions divided 
by the total number of predictions (Equation 1). The pre-
cision of the algorithm indicates its power to distinguish 
between sick and healthy individuals and is achieved by 
dividing the number of correct predictions by the num-
ber of predictions in each row (Equation 2).

Results

Table 2 shows the anthropometric characteristics and 
Table 3 presents the descriptive statistics related to the 
quantitative and qualitative variables of the subjects’ files.

Exposure to cigarette smoke, the use of oral contracep-
tive pills, breastfeeding, the use of oral HRT, and fam-
ily history were qualitative variables, and age, height, 
weight, body mass index, systolic blood pressure, serum 
levels of selenium, cholesterol, beta lipoprotein, albu-
min, high-density lipoprotein cholesterol were quantita-
tive variables. In this research, 30% of the data were con-
sidered for testing and 70% for training the algorithm. 
A discriminant analysis algorithm was used to predict 
breast cancer. The results of the clutter matrix of this al-
gorithm are shown in Figures 1 and 2.

The results showed that the discriminant analysis al-
gorithm could predict active women with breast cancer 
with an accuracy of 79.7% and a precision of 77.5%. The 
results showed that the discriminant analysis algorithm 
could predict inactive women with breast cancer with an 
accuracy of 71.6% and a precision of 69.3%.
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Figure 1. Discriminant analysis algorithm confusion matrix for active women 

Figure 2. Discriminant analysis algorithm confusion matrix for inactive women
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Discussion

The emergence of large data sets and the development 
of databases over the past few decades have created new 
needs, such as automatic data summarization, extraction 
of stored information, and discovery of patterns from raw 
data, of which data mining is an example. Some data min-
ing algorithms, such as machine learning methods, can 
predict different situations in the future by gradually learn-
ing these patterns and existing conditions, in addition to 
analyzing data and extracting hidden patterns from them 
[32]. The possible relationship between risk factors and 
breast cancer in women has been discussed for years. In 
addition, cancer treatment workers are seeking ways to 
predict the likelihood of developing cancer. A topic that 
has received less attention is the prediction of diseases re-
lated to breast cancer using data mining. The aim of the 
present study was to compare and predict breast cancer 

using a discriminant analysis algorithm in active and inac-
tive women. Seventy percent of the data was allocated for 
training and 30% for testing the algorithm. 

The results of this study showed that the discriminant 
analysis algorithm could predict the likelihood of de-
veloping breast cancer with 79.7% accuracy and 77.5% 
precision in active individuals, and with 71.6% accuracy 
and 69.3% precision in inactive individuals, using 15 
quantitative and qualitative indicators. Physical activity, 
through its effects on the characteristics and abilities of 
individuals’ bodies, acts as a barrier against diseases and 
improves physical conditions. In line with the results of 
this study, Rabiei et al. predicted the probability of breast 
cancer using the performance of four algorithms: Ran-
dom forest (RF), multilayer perceptron (MLP), gradient 
boosting trees (GBT), and genetic algorithm (GA), along 
with 24 demographic, laboratory, and mammographic 

Table 1. Evaluation method

Correct Values
Variable

NegativePositive

FPTPPositive
Predicted values

TNFNNegative

Abbreviations: TP: True positive; FN: False negative; FP: False positive; TN: True negative.

Table 2. Quantitative variables of the subjects

Parameters

Mean±SD

Healthy Patients

Active Inactive Active Inactive 

Age (y) 48.86±12.18 48.37±11.81 49.76±11.17 49.47±12.71

Height (cm) 157.38±17.14 156.47±16.33 158.29±21.24 156.74±19.41

Weight (kg) 65.42±12.57 66.31±26.61 62.31±12.52 63.82±12.57

Body mass index (kg/m2) 23.58±4.75 24.84±2.81 27.59±2.12 28.78±3.91

Serum selenium (μg/dL) 23.85±9.80 22.56±8.28 16.24±8.21 15.55±7.83

BLP (g/L) 10.31±2.27 12.42±2.54 14.14±2.46 14.82±2.18

Albumin (g/L) 40.6±2.19 39.96±2.91 39.25±2.56 38.42±2.89 

Systolic blood pressure (mm Hg) 126.9±27.9 135.8±26.7 146.9±28.6 156.12±34.75

Cholesterol (mg/dL) 255.12±41.48 256.22±42.67 277.54±41.43 278.66±92.78

HDL-C (mmol/L) 1.88±0.16 1.81±0.15 1.11±0.09 1.25±0.69

BLP: Beta-lipoprotein.
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characteristics. They obtained the highest performance 
with the RF algorithm, achieving an area under the curve 
(AUC) of 0.56, sensitivity of 95%, specificity of 80%, 
and accuracy of 80% [33]. 

Naji et al. used machine learning algorithms in their study 
to diagnose and predict breast cancer. They compared the 
results of five algorithms: logistic regression, support vec-
tor machine (SVM), k-nearest neighbor (KNN), RF, and 
decision tree (C4.5) using a breast cancer diagnostic data-
set. Ultimately, they reported the SVM algorithm as hav-
ing the highest accuracy at 97.2% [34]. 

Land et al. in their study in their study titled “multi-
class primitive SVMs for breast cancer classification,” 
used SVM to predict breast cancer on a breast cancer da-
taset and ultimately reported an accuracy of 96.7% [35]. 
Lavanya et al. achieved an accuracy of 94.84% using 
data from the WBCD database and a two-stage classifi-
cation decision tree [36]. Kiyan et al. reported accuracies 
of 96.18% and 95.74% using the RBF and MLP methods 
for breast cancer prediction, respectively [37]. Chaurasia 
et al. achieved an accuracy of 96.84% in their study us-
ing the SVM method [38]. Sarvestani et al. compared 
the mean square error in multilayer, competitive, and ra-
dial basis neural networks to predict the grade of breast 
cancer malignancy, finding that the radial basis neural 
network had the best accuracy [39]. 

Mosayebi et al. investigated the prediction of breast 
cancer recurrence using three data mining techniques. 
They reported accuracies of 0.936, 0.947, and 0.957 for 
the results of three data mining algorithms, namely deci-
sion tree, ANN, and SVM, respectively [40]. 

Compared to the current study, some machine learning 
studies have claimed higher sensitivity and accuracy for 
breast cancer prediction. This is probably because vari-
ous databases, such as Wisconsin and SEER, as well as 
different indices and methods were used [41-43]. Beh-
ravan et al. used a database with 695 entries, including 
genetic information and demographic risk variables to 
predict breast cancer. Their results demonstrated that 
the multi-factor boost model outperformed a model us-
ing a single set of factors [44]. In a study by Feld et al. 
modeling was done on 738 records that included genetic, 
demographic, and mammographic anomalies for breast 
cancer prediction [45]. In addition, studies show that the 
performance of the algorithm improves by considering 
multiple indices in the modeling. For example, Ayvaci et 
al. found that applying logistic regression to analyze de-
mographic, mammographic, and biopsy data increased 
accuracy [46]. Additionally, Rajendran et al. used the 
Naïve Bayes, RF, and C4.5 algorithms to predict breast 
cancer by analyzing 2.4 million mammography screen-
ing records and demographic risk factors linked to breast 
cancer. The results revealed that Naïve Bayes achieved 
the greatest AUC (0.993) [47].

Given the importance of breast cancer, the use of data 
mining algorithms for the timely prediction and diagno-
sis of this disease is essential. In this regard, more data 
and different algorithms can be used in future studies and 
the results can be compared. It is also recommended that 
the field of data mining science be prepared to predict 
disease recurrence after surgery in hospitals so that doc-
tors and specialists can use an appropriate environment 
to examine and treat these patients and, as a result, pre-
vent irreparable harm in women with breast cancer. 

Table 3. Qualitative variables of the subjects

Characteristic Type (Discontinuous)

%

Healthy Patients 

Active Inactive Active Inactive 

Smoking Yes (1)
No (0)

64
36

67
33

62
38

65
35

Using oral contraceptive pills Yes (1)
No (0)

30
70

33
67

25
75

34
66

Using oral HRT Yes (1)
No (0)

55
45

56
44

59
41

60
40

Breastfeeding Yes (1)
No (0)

33
67

30
70

28
72

80
20

Family history Yes (1)
No (0)

66
34

69
31

67
33

72
28

HRT: Hormone replacement therapy.

Fasihi L,et al. Predicting Breast Cancer in Active Women Using the Differential Analysis Algorithm. PTJ. 2025; 15(3):243-252.



250

 July 2025. Volume 15. Number 3

This study had some limitations that can be addressed 
in future research, including the limited number of fea-
tures, the geographical limitation of the data collection 
location, and the presence of null and missing values   in 
the dataset. The larger the number of subjects and data 
sets, the more accurate and complete the results of breast 
cancer prediction will be and can be used to identify peo-
ple at risk of cancer, improve quality of life, and prevent 
its consequences. Therefore, future studies are recom-
mended to use a larger sample size and a wider dataset 
in different regions.

Conclusion

Predicting and correctly diagnosing breast cancer us-
ing artificial intelligence and machine learning increases 
the chances of correct diagnosis and successful treatment 
because timely and suitable therapeutic actions can help 
decrease the disease’s progression and lower mortality if 
this disease is detected early. This study optimized data 
mining results for breast cancer prediction and diagnosis 
using a discriminant analysis technique. The algorithm’s 
performance can be enhanced by utilizing various ma-
chine learning techniques, gaining access to bigger da-
tasets, and taking into account important characteristics 
from numerous relevant data sources. 
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